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Respondent-driven sampling (RDS) is used throughout the world to estimate prevalence and population size for hidden populations. Although RDS is an effective method for enrolling people from key populations in studies, it relies on a partially unknown sampling mechanism, and thus each individual’s inclusion probability is unknown. Current estimators for population prevalence, population size, and other outcomes rely on a participant’s network size (degree) to approximate their inclusion probability in the sample from the networked population. However, in most RDS studies, a participant’s network size is attained via a self-report and is subject to many types of misreporting and bias. Because design-based inclusion probabilities cannot be exactly computed, we instead use the term visibility to describe how likely a person is to be selected to participate in the study. The commonly used successive sampling population size estimation (SS-PSE) framework to estimate population sizes from RDS data relies on self-reported network sizes in the model for the sampling mechanism. We propose an enhancement of the SS-PSE framework that adds a measurement error model for visibility used in place of the self-reported network size and a model for the number of recruits an individual can enroll. Inferred visibilities are a way to smooth the degree distribution and bring in outliers as well as a mechanism to deal with missing and invalid network sizes. We demonstrate the performance of visibility SS-PSE on three populations from Kosovo sampled in 2014 using RDS. We also discuss how the visibility modeling framework could be extended to prevalence estimation.

1. Introduction. Respondent-driven sampling (RDS) (Heckathorn (1997)) is a highly effective method to sample from hidden populations that cannot be reached through traditional probability samples and for which the sampling frames are unknown (Gile and Handcock (2010)). In particular, RDS is typically used for key populations that are at higher risk for the transmission of HIV/AIDS and related diseases, such as people who inject drugs (PWID), female sex workers (FSW), and men who have sex with men (MSM) (Johnston (2013)). These populations share much of the burden of the global HIV/AIDS epidemic. Countries report HIV/AIDS prevalence rates and population size estimates among these key populations to the World Health Organization (WHO) and UNAIDS from samples conducted using RDS (Gile, Johnston and Salganik (2015)). These estimates are used to inform policy decisions, budgetary considerations, and the allocation of resources for treatment and prevention efforts.

RDS utilizes the underlying social network of the population of interest and relies on participants in the study to recruit their peers (Heckathorn (1997)). An initial set of seeds
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is selected, usually via a convenience sample. After completing the survey instrument, each seed is given a small number of coupons (usually two to three) containing unique identifying information to track recruitment while maintaining anonymity and is told to distribute them to members of their social network who meet the study eligibility requirements. The recipients of these coupons form the first wave of the study and, upon completion of the survey, are given their own coupons to distribute. Recruitment continues in this manner for many waves until the desired sample size is attained or no additional participants are recruited. Participants often receive a small primary incentive for completing the survey and a small secondary incentive for each recruit they successfully enroll in the study.

Because study participants, rather than researchers, control recruitment into the study, RDS almost always has an unknown sampling mechanism (Gile and Handcock (2010)). Therefore, without accounting for the complex design, the sample is a nonprobability sample, and key outcome measures for the population cannot be computed using traditional survey sampling methods. Instead, several RDS estimators have been developed to attempt to account for the dependence among members of the sample and potential biases of their responses. Two commonly used RDS estimators, the Volz–Heckathorn estimator and successive sampling estimator, are described briefly below. Consider a population of \( N \) individuals, denoted by indices 1, \ldots, \( N \). Assume we are trying to estimate the prevalence of characteristic \( A \) in the population, denoted \( P_A \), where \( A \) is, for example, being HIV positive. Let \( i \in s \) denote that individual \( i \) is in the sample, let \( n = |s| \) be the sample size, and further let \( i \in s_A \) denote that individual \( i \) is in the sample and has characteristic \( A \). Thus, \( s_A \subseteq s \). There are \( |s_A| = n_A \) people in the sample with characteristic \( A \). The self-reported network size (degree) for individual \( i \) is \( \tilde{d}_i \). The true selection probability for individual \( i \) is \( \pi_i \), but \( \pi_i \) is unknown.

The Volz–Heckathorn (RDS-II) estimator (Volz and Heckathorn (2008)) is given by

\[
\hat{P}_{\text{VH}}^A = \frac{\sum_{i \in s_A} 1/\tilde{d}_i}{\sum_{i \in s} 1/\tilde{d}_i},
\]

This is a generalized Hansen–Hurwitz estimator motivated by assuming an individual’s inclusion probability is the drawwise selection probability from a simple random walk over the underlying social network that has reached equilibrium. For this to hold in RDS, we must assume that recruitment occurs via a single unbranching chain, that the chain is of a sufficient number of waves such that dependence on the original seed is removed, and that referral is random, along with other assumptions about the structure of the population social network (Gile and Handcock (2010)). It is asymptotically unbiased for \( P_A \) if \( \pi_i \propto \tilde{d}_i \) for all \( i \) under the assumption of infinite population size (Tomas and Gile (2011)).

The successive sampling (SS) estimator (Gile (2011)) adjusts the Volz–Heckathorn estimator to account for the fact that sampling proceeds without replacement (i.e., a person cannot participate twice). It is given by

\[
\hat{P}_{\text{SS}}^A = \frac{\sum_{i \in s_A} 1/\tilde{\pi}_i}{\sum_{i \in s} 1/\tilde{\pi}_i},
\]

where \( \tilde{\pi}_i \) is the estimated sampling probability of individual \( i \) resulting from the assumption that selection is governed by a successive sampling (or probability proportional to size without replacement, PPSWOR) process (Gile (2011)). This estimator also requires knowledge of \( N \), the population size, and performs particularly well in comparison to the RDS-II estimator for large sample fractions \( n/N \).

These estimators both rely on accurate measures of each person’s degree \( d_i \) (personal network size). Other common RDS estimators, such as the Salganik–Heckathorn (RDS-I) estimator (Salganik and Heckathorn (2004)) and the Homophily Configuration Graph (HCG) estimator (Fellows (2019)), as well as estimators for extensions of RDS sampling, such as
those for privatized network sampling (Fellows (2022a), Khan et al. (2018)), also rely on accurate measures of degree.

Degree is typically constructed using the elements in the study eligibility criteria. For example, a participant may first be asked how many people they know by name and face, who also know them by name and face. Then they would be asked how many of those people are between the ages of 18–65 and how many of those meet various other study eligibility criteria. Finally, it is common to ask a last targeted question such as “How many of those people have you shared a meal with in the past two weeks?” Ultimately, through these limiting questions, each individual will provide a self-report of their degree.

For the RDS-II estimator, an individual’s inclusion probability is assumed to be proportional to their self-reported degree: $\pi_i \propto \tilde{d}_i$ for all $i$. Individuals with higher degrees are given lower weights, and so biases in self-reported degree could result in biased estimates if degree is related to the outcome of interest. Similarly, for the SS estimator, it is assumed that $\pi_i \propto \tilde{d}_i$ conditional on the people not yet sampled. The successive sampling-population size estimation (SS-PSE) method for population size estimation from RDS data also relies directly on degree because it incorporates the SS model for the sampling process (Handcock, Gile and Mar (2014), Handcock, Gile and Mar (2015)). Thus, biases in self-reported degree could also result in incorrect population size estimates. Further, because SS-PSE assesses the decrease in network size over the order of enrollment in the study, biases in self-reported degree could compound incorrect population size estimates if the bias is associated with time.

In typical RDS studies, degree is self-reported (i.e., we observe only $\tilde{d}_i$, not $d_i$). This means that degree is subject to misreporting and bias, especially because the members of key populations may practice stigmatized or illegal activities (Gile, Johnston and Salganik (2015)). Types of error that may occur due to self-reporting are discussed in more detail in Section 2.1. Beyond these problems, degree itself may not correspond to inclusion probability, or inclusion probability may depend on other factors besides degree. Prevalence and population size estimators for RDS model the propensity for inclusion in the sample as a function of degree. Because we cannot calculate an exact design-based inclusion probability for RDS, we refer to this propensity as visibility, $u_i$, where $u_i$ is not necessarily equal to $d_i$. Visibility cannot be directly measured, but we can infer it from information already collected in the RDS study.

Given the unknown sampling mechanism of RDS, there have been many assessments of the sensitivity of inference to assumptions about the sampling mechanism; see Gile and Handcock (2010) and Gile et al. (2018) for a review. Lee et al. (2017) consider RDS from a total survey error perspective, emphasizing the importance of measurement error in the self-reported network size. They investigate measurement error in a total of four RDS samples from populations at high risk for HIV in Chicago, Los Angeles, and San Francisco. Fellows (2022b) studies two populations at high risk for HIV in the Dominican Republic. He also finds evidence of significant measurement error and analyzes its impact on prevalence estimates (e.g., our equations (1) and (2)). He finds that common RDS prevalence estimators remain consistent under measurement error, although the variance of the estimators is inflated.

A further discussion of these errors and the concept of visibility is provided in Section 2, motivated by data from three RDS studies in Kosovo. Section 3 details the model we propose to model the visibility distribution, and Section 4 discusses Bayesian inference within the SS-PSE framework as well as possible uses and extensions of the model. Results for the Kosovo data are given in Section 5. Section 6 provides a discussion of the results. Finally, concluding remarks are given in Section 7.

2. Visibility in a network sample. Common RDS estimators as well as SS-PSE rely on accurate measures of the self-reported network size $\tilde{d}_i$ and assume that $\tilde{d}_i = d_i$, meaning that
the degree is known without error. Additionally, the implicit assumption is made that \( d_i \propto u_i \), where \( u_i \) is the visibility of individual \( i \). If these assumptions are incorrect, our inferences may not be valid.

2.1. Sources of error for network size. The first assumption that the self-reported degree is equal to the true degree for each participant \( \tilde{d}_i = d_i \) is likely not true in practice for a variety of reasons, including:

1. heaping/rounding/coarsening or other approximation methods (Gile and Handcock (2010)),
2. intentional misreporting, perhaps in an attempt to minimize one’s connection to a stigmatized population (Bengtsson and Thorson (2010), Fenton et al. (2001), Fisher (1993)),
3. unintentional misreporting, perhaps due to a lack of understanding of the question or memory recall bias (Bell, Belli-McQueen and Haider (2007), Brewer (2000), Lu (2013), Mills et al. (2014)), and
4. incorrect construction of the degree question, which can occasionally occur in practice (Johnston et al. (2010)).

Within the total survey error framework, all of these possible errors would be types of non-sampling error (Groves et al. (2009), Lee et al. (2017)). (1) and (2) are types of measurement error. (3) could be considered a measurement error as well if the unintentional misreporting is due to memory recall bias or a type of specification error if the unintentional misreporting is due to a poorly phrased question. Finally, (4) is a type of specification error that could be mitigated with formative research and planning. Nevertheless, incorrect construction of the degree question does occasionally occur, especially because of translation of the survey instrument and may be detected by participants giving impossibly large values of network size. In addition to these types of errors, it is also possible for the network size to be missing (nonresponse error) or to be incorrect due to an accidentally induced processing error. Because the researcher will never know which reason(s) led to \( \tilde{d}_i \neq d_i \), we focus on a model framework that can account for different types of errors.

As an example, consider an individual with “true” degree \( d_i = 23 \). A heaped self-report could be \( \tilde{d}_i = 20 \), as the person is rounding to the nearest multiple of 10. Likewise, it is possible the individual could have reported \( \tilde{d}_i = 18 \) due to either intentional or unintentional misreporting. Both of these values underestimate the individual’s “true” degree. Obviously, there are also cases where overestimation occurs, and it is common in RDS studies for at least one participant to report a network size deemed impossibly large. Commonly, these very large reported degrees are also rounded, for example, a value of 500. In cases where systematic differences exist between \( d_i \) and \( \tilde{d}_i \) in a sample, it is possible that an overall prevalence estimate \( \hat{P}_A \) is biased if degree is related to the outcome of interest. Similarly, for population size estimation, it is possible that the estimated \( \hat{N} \) is biased if degree is biased and/or the bias is related to the order of enrollment.

2.2. Examples of possible error from three RDS studies in Kosovo. To illustrate what observed distributions of self-reported degree \( \tilde{d} \) look like, we introduce data from three RDS studies in Kosovo, which served as the motivation for the development of the visibility model. These studies were completed for the third round of the Integrated Behavioral and Biological Surveillance (IBBS) surveys in July, August, and September of 2014 among people who inject drugs (PWID) in Prishtina and in Prizren, Kosovo, and among men who have sex with men (MSM) in Prishtina, Kosovo (Kosovo HIV Integrated Behavioral Biological Surveillance Survey Reference Group (2014)). The third round of the Kosovo HIV IBBS surveys were funded by the Global Fund to Fight HIV/AIDS, Tuberculosis, and Malaria (GFATM)
FIG. 1. Recruitment chains for three populations in Kosovo sampled using RDS in 2014: (a) Prishtina MSM, (b) Prishtina PWID, and (c) Prizren PWID.

through the Community Development Fund (CDF), Prishtina, Kosovo, and implemented by the National Institute of Public Health (NIPH), Prishtina, Kosovo. The recruitment chains for the three surveys are shown in Figure 1.

The Prishtina MSM survey began with five seeds and reached a maximum of 14 waves with a sample size of 217. The Prishtina PWID survey began with five seeds, one of whom did not recruit anyone, and reached a maximum of 14 waves with a sample size of 300. The Prizren PWID survey began with four seeds and reached a maximum of 13 waves with a sample size of 199. Histograms of the self-reported network size are shown in Figure 2, with values larger than 50 omitted but printed in text on each panel. Network size distributions are generally right-tailed, although it is common to observe heaped values, as can be seen in all three histograms. For Prishtina MSM, 64 participants (29.5%) reported a network size that was a multiple of 10. Similarly, that number is 103 (34.3%) for Prishtina PWID, and 70 (35.2%) for Prizren PWID. Although there were no missing values for network size in these data, that is also a possibility. Further, we can identify a minimum network size for each person based on the observed recruitment chains. For example, a seed who recruited two peers into the study should have a network size of at least 2. Similarly, someone in the third wave who recruited two peers into the study should have a network size of at least 3, since they know the person who recruited them as well as their two enrollees. In the Kosovo datasets, 15 participants (6.9%) among Prishtina MSM reported a network size smaller than their minimum, as did 20 (6.7%) among Prishtina PWID and 9 (4.5%) among Prizren PWID. In addition to these noted instances of possibly misreported network size, there may be other cases that are more difficult to detect.
Visibility. To address these issues with self-reported network size, we could attempt to infer $d_i$ rather than assuming $d_i = \tilde{d}_i$. However, $d_i$ is not the final quantity of interest because we believe the second assumption, $d_i \propto u_i$, might also be violated in many RDS studies. There are likely other factors in addition to degree that affect visibility. For example, a person may be well-connected in the network (high $d_i$) but very unlikely to enroll in the study due to constraints like geographic barriers or scheduling concerns. What we want to model, then, is not each participant’s degree but their visibility in the sample. A person’s visibility could be larger or smaller than their degree. Visibility is conceptually similar to inclusion probability, but we avoid using that term here since the design-based inclusion probabilities cannot be directly computed in RDS. A person’s visibility does not refer to their own knowledge of their network.

In a traditional simple random sample, each person has the same visibility, and thus the prevalence estimate $\hat{P}_A$ is just $n_A/n$ because we would not need to weight the values at all. In the more complex situation of RDS, which has an unknown sampling mechanism, each individual’s response needs to be weighted differently. Intuitively, people with large visibility (i.e., those who are included in the sample with relatively high probability) should have their responses down-weighted, while those with low visibility (i.e., people who are not very likely to be included in the sample) should have their responses up-weighted. If visibility is uncorrelated with the outcome of interest, this weighting will have no effect on the prevalence estimate for sufficiently large sample sizes. However, in RDS studies we may believe that the outcome measure (such as HIV status) is correlated with visibility.

Further, population size estimation is a key outcome of interest from many RDS studies and the focus of this paper. The commonly used SS-PSE method is susceptible to extreme network sizes and atypical observed network size distributions, which can cause poor estimates or lack of credible interval convergence (Johnston et al. (2015)). Intuitively, SS-PSE assumes that individuals with larger network size are more likely to be recruited earlier in the RDS process. Thus, if there are fewer large degrees in later waves, this reflects the depletion of the members of the population with larger network size (i.e., the sample represents a substantial portion of the population). SS-PSE has a Bayesian framework that allows for the incorporation of information about prior knowledge of the population size, which is often available via expert knowledge or population size estimates from previous studies or other sources, such as enumeration through mapping, network scale-up, multipliers, or capture-recapture (Johnston et al. (2015), Johnston et al. (2017)). However, SS-PSE also requires several tuning parameters, including a cap $K$ on personal network size and the maximum population size $\max N$, which can be difficult to set in practice. The visibility extension of SS-PSE proposed here is designed to enhance fit in cases where SS-PSE alone may provide a poor estimate and obviate careful tuning for the choice of $K$. 

![Histograms of self-reported network size for three populations in Kosovo. Network sizes larger than 50 are printed on each panel.](image-url)
In addition to providing improved estimates in cases where participants provided plausible, but possibly biased, network sizes, the visibility framework also provides a mechanism to deal with missing or erroneous cases. If a person’s network size is missing, we can infer their visibility based on the observed values in the sample. Similarly, if a person reported an impossible network size value (for example 0 when they were recruited into the study by someone, or 1 when they recruited two people, or an impossibly large value), we can still model their visibility. Modeling and inference for the visibility distribution provide a framework to handle missing and impossible values of self-reported network size.

We do not observe visibility directly and thus infer it from information routinely collected during RDS studies. The model for the visibility distribution is presented in Section 3, and Bayesian inference within the SS-PSE framework is detailed in Section 4.

3. Modeling the visibility distribution.

3.1. Motivation based on the error process. Visibility is not directly observable, so we model it as a latent variable with a value for each individual. To do this, we use three pieces of information collected during the RDS study to make inferences about the visibility distribution for each individual: the self-reported degree ($\tilde{d}_i$), the number of recruits a person successfully enrolls ($r_i$), the time a person had to recruit ($t_i$), that is, the time interval from the time the person themselves were handed coupons (typically coincident with when they themselves were recruited) and the end of the study or the coupon expiration date (after which recruits are not accepted), and the number of coupons they had to distribute ($m_i$, typically constant). We assume that the self-reported degree $\tilde{d}_i$ and number of recruits $r_i$ are conditionally independent for person $i$, given their visibility $u_i$. Then we can write the joint distribution of $\tilde{d}, r, u$ as

$$p(\tilde{d}, r, u|t, m) = p(\tilde{d}, r|u, t, m)p(u) = p(\tilde{d}|u)p(r|u, t, m)p(u).$$

In this framework degree depends only on visibility, but the number of recruits depends on both visibility and the time a person had to recruit from their enrollment date. We now describe a model for each of these pieces.

3.2. Measurement error model for self-reported degree $\tilde{d}_i$. We would like the model for $\tilde{d}_i|u_i$ to capture proportional inflation of the self-reported degree relative to the visibility and to allow for relative error of the self-reported degrees about this inflated value. This allows us to view the self-reported degrees as the visibility with some error (e.g., heaping, exaggeration), where the mean level of the error depends on the magnitude of the self-report.

For $i = 1, \ldots, n$, let

$$\tilde{d}_i|u_i \sim \text{EWP}(o_{\text{mem}}u_i; \nu_{\text{mem}}),$$

where EWP is the exponentially weighted Poisson distribution of Ridout and Besbeas (2004) with location parameter $o_{\text{mem}}u_i$ and concentration parameter $\nu_{\text{mem}}$. The exponentially weighted Poisson distribution is based on the Poisson with an extra concentration parameter to model over- or underdispersion, which we expect in visibilities. Explicitly, let $X$ be distributed as Poisson with mean $\mu$ with probability mass function (PMF), denoted Poisson$(d; \mu)$. Suppose that when a person self-reports $X = d$ that we have probability of $w(d; \mu)$ of recording it. Then the PMF of the resultant random variable is proportional to $w(d; \mu)\text{Poisson}(d; \mu)$. Each choice of $w(d; \mu)$ produces a different weighted Poisson distribution (Kokonendji (2014)). Here we choose $w(d; \mu) = \exp(-\nu_{\text{mem}}|d - \mu|)$ to focus the
self-reported degree around the (scaled) visibility \(o_{\text{mem}}u\). Explicitly, the PMF of a random variable with distribution \(EWP(d; \nu_{\text{mem}})\) is

\[
p(d; u, o_{\text{mem}}, \nu_{\text{mem}}) \propto u^d e^{-o_{\text{mem}}u-\nu_{\text{mem}}|d-o_{\text{mem}}u|}, \quad d = 0, 1, \ldots; o_{\text{mem}} > 0, \nu_{\text{mem}} \in \mathbb{R}.
\]

The location parameter is \(o_{\text{mem}}u\) with the \(o_{\text{mem}}\) factor allowing for proportional inflation or deflation of the self-reported degree relative to the visibility. For ease of interpretation of the visibilities and \(o_{\text{mem}}\), the expected value of the visibilities is set to 8. While this standardization value is arbitrary, this choice facilitates plotting and maps reasonably to many empirical distributions of degrees. The concentration parameter \(\nu_{\text{mem}}\) allows for relative error around the visibility. For example, someone who reports a network size of 5 may have rounded that number from 4 or 6, but likely not from 27. However, a person who reports a network size of 200 may, in fact, have degree 227. A value of \(\nu_{\text{mem}} = 0\) indicates that the self-reported degrees are Poisson distributed with mean equal to their inflated visibility, while \(\nu_{\text{mem}} \to \infty\) indicates that there is no individual reporting error. In general, we expect the variation of the self-reported degrees about their visibilities to be underdispersed relative to the Poisson. However, this model allows flexibility in the specification including overdispersion (via \(\nu_{\text{mem}} < 0\)). Finally, we sometimes find it easier to refer to \(1/\nu_{\text{mem}}\) as the scale of the measurement error model, as it is in the same units as the visibilities.

A value of \(o_{\text{mem}} = 1\) indicates that the self-reported degrees are not inflated relative to the visibility, while \(o_{\text{mem}} > 1\) indicates that the self-reported degrees are inflated relative to the visibility. Again, the parameterization allows both inflation and contraction relative to the visibilities.

### 3.3. Model for number of recruits \(r_i\). The number of direct recruits a person is able to enroll, \(r_i\), is an integer between 0 and \(m_i\), where \(m_i\) is the maximum number of people respondent \(i\) was allowed to recruit (the number of coupons they had to distribute). We assume \(r_i\) is positively associated with person \(i\)’s visibility \(u_i\) in the sense that if a person is highly visible they are more likely to recruit more people (up to the maximum). We assume that the recruitments are independent. Specifically, we model the number of recruits as a truncated Poisson regression. For \(i = 1, \ldots, n\), we have

\[
(6) \quad r_i | u_i, t_i, m_i = \min(m_i, \text{Poisson}(\lambda_i)),
\]

where we additionally model \(\lambda_i\) based on the person’s visibility and the time they had to recruit via

\[
(7) \quad \log(\lambda_i | u_i, t_i) = \beta_0 + \beta_u \log u_i + \beta_t \log t_i.
\]

Intuitively, we get a value for the number of recruits a person should have been able to enroll in the study, based on their visibility and time to recruit, and capped by the number of coupons. If the number they actually recruited is less than this, their self-reported network size may overestimate their visibility. We expect \(\beta_u\) to be nonnegative, as recruitment should be positively associated with a person’s visibility. The model for the recruitment probability adjusts for the time the individual has to recruit. If \(t_i\) is close to the end of the study, then the individual will likely recruit less (i.e., the parameter \(\beta_t\) is likely to be nonnegative).

The assumption that each individual in the personal network is equally likely to be recruited is standard in the analysis of RDS data but could be relaxed here.

### 4. Bayesian inference for respondent driven sampling. The self-reported degrees are a result of the RDS process over a finite population of individuals. It is important to take into
account both the information in that sampling and the additional uncertainty about the sampling and underlying population being sampled in inference for the visibilities. To address this, we introduce a joint model for the sampling process and finite population. This model extends that in Handcock, Gile and Mar (2014) and Gile (2011). We use a Bayesian framework, treating the visibilities and population size $N$ as unknown parameters. This requires a probability model for the observed data, given $N$, as well as a prior for $N$. The respondent driven sampling model is nonamenable to the model (Handcock and Gile (2010)). In fact, most information about the population size is drawn from the pattern in the sampling process. For this reason the probability model must represent the sampling structure.

4.1. Jointly modeling the unit size distribution and the sampling process. The population visibilities are treated as an i.i.d. sample of size $N$, generated from a superpopulation model based on some (unknown) distribution. For simplicity of presentation, the visibilities are presumed to have the natural numbers as their support (e.g., degrees). Specifically, $U_i \overset{i.i.d.}{\sim} f(\cdot|\eta)$ where $f(\cdot|\eta)$ is a PMF with parameter $\eta$ and support 1, …, 1. In this paper we consider a Conway–Maxwell–Poisson distribution for the visibilities, although other choices, such as negative binomial and Poisson-log-normal, are possible. The Conway–Maxwell–Poisson distribution (Conway and Maxwell (1962)) is motivated as a Poisson with an extra parameter to model underdispersion and overdispersion, which we expect in visibilities.

Let the ordered observed sample be denoted by the random vector $G = (G_1, \ldots, G_n)$, with realized values $g = (g_1, \ldots, g_n)$, and let $\{g_1, \ldots, g_n\}$ represent the set of indices of the unobserved population units. In addition, consider the (unobserved) visibilities. Let $U_{\text{obs}} = \{U_{g_1}, U_{g_2}, \ldots, U_{g_n}\}$ be the random vector of visibilities for the sampled individuals, with values $u_{\text{obs}} = (u_{g_1}, \ldots, u_{g_n})$. Similarly, let $U_{\text{unobs}} = \{U_i\}_{i \notin g}$ and $u_{\text{unobs}} = \{u_i\}_{i \notin g}$ represent the random and realized values of the visibilities of the unobserved units.

The respondent-driven sampling process is approximated by successive sampling or probability proportional to size without replacement sampling (Raj (1956), Murthy (1957), Andreatta and Kaufman (1986), Nair and Wang (1989), Bickel, Nair and Wang (1992)), a sampling design in which units are sampled without replacement with unequal probabilities, such that each successive sample is drawn with probability proportional to visibility from among the remaining unsampled units. In particular, under this design the sampling probability of the observed sequence of units takes the form

$$p(G = g | U = u) = \prod_{i=1}^{n} \frac{u_{g_i}}{\sum_{j=1}^{N} u_j - \sum_{j=1}^{i-1} u_{g_j}},$$

where $G = (G_1, \ldots, G_n)$ is the ordered observed sample and $U = \{U_1, \ldots, U_N\}$ is the population of visibilities with realized values $g$ and $u$, respectively. So $u_{g_i}$ is the realized visibility of the $i$th unit in the sample.

The self-reported network sizes are represented by the random vector $D_{\text{obs}} = \{D_{g_1}, D_{g_2}, \ldots, D_{g_n}\}$ with realized values $d_{\text{obs}} = (d_{g_1}, \ldots, d_{g_n})$. Thus, the full observed data are $\{g, d_{\text{obs}}\}$. For simplicity of notation, denote the observed data by $D = (D_{\text{obs}} = d_{\text{obs}}, G = g, r, t)$, and let $\theta = (\eta, \beta_0, \beta_u, \beta_t, o_{\text{mem}}, v_{\text{mem}})$.

The primary focus of interest is the posterior distribution

$$p(N, U, \theta|D).$$

To draw on this distribution, we use a five component Gibbs sampler. First, consider the conditional

$$p(N, U_{\text{unobs}} = u_{\text{unobs}}, \theta|U_{\text{obs}} = u_{\text{obs}}, D),$$

where $U_{\text{unobs}} = \{U_{i}\}_{i \notin g}$ and $u_{\text{unobs}} = \{u_i\}_{i \notin g}$ represent the random and realized values of the visibilities of the unobserved units.
which can be drawn from using the four component Gibbs sampler in Handcock, Gile and Mar (2014, Appendix B). Then

\[ p(U_{\text{obs}} = u_{\text{obs}} | N, U_{\text{unobs}} = u_{\text{unobs}}, \theta, D) \]
\[ \propto p(D_{\text{obs}} | U_{\text{obs}} = u_{\text{obs}}, \theta, D) p(r | U_{\text{obs}} = u_{\text{obs}}, \theta) p(U_{\text{obs}} = u_{\text{obs}} | \eta) \]
\[ = \prod_{j=1}^{n} \left[ p(d_{gj} | u_{gj}, \theta) p(r_{gj} | u_{gj}, t_{gj}, \theta) f(u_{gj} | \eta) \right], \]

where the terms are given by equations (4), (6) and (7). This can be drawn on directly as the right-hand side is computable.

The full conditional of \((\beta_0, \beta_u, \beta_t)\) is

\[ p(\beta_0, \beta_u, \beta_t | U = u, D) \propto p(\beta_0, \beta_u, \beta_t) \cdot \prod_{j=1}^{n} p(r_j | u_j, \beta_0, \beta_u, \beta_t). \]

This can be sampled with a Metropolis–Hastings algorithm using equations (6) and (7). The full conditional of \((\omega_{\text{mem}}, \nu_{\text{mem}})\) is

\[ p(\omega_{\text{mem}}, \nu_{\text{mem}} | U = u, D) \propto p(\omega_{\text{mem}}, \nu_{\text{mem}}) \cdot \prod_{j=1}^{n} p(d_j | u_j, \omega_{\text{mem}}, \nu_{\text{mem}}). \]

This can be sampled with a Metropolis–Hastings algorithm using equation (4). The full conditional of \(\eta\) is given by Step 2 of the algorithm in Handcock, Gile and Mar (2014, Appendix B).

4.2. Specifying prior knowledge about the population size and visibility distribution. The model allows for an arbitrary prior distribution over the population size \((N)\). Following Handcock, Gile and Mar (2014), we use the class of priors specifying knowledge about the sample proportion (i.e., \(n/N\)) as a Beta\((\phi_1, \phi_2)\) distribution. The implied density function on \(N\) (considered as a continuous variable) is

\[ \pi(N) = \phi_2 n(N - n)^{\phi_2 - 1} / N^{\phi_1 + \phi_2} \quad \text{for } N > n. \]

The distribution has tail behavior \(O(1/N^{\phi_1 + 1})\). We have found this class of priors to be very useful: It is often relatively flat in regions where the likelihood is centered. The long right tail allows large population sizes, but the rate of decline ameliorates this.

For simplicity, in this paper we specify that \(N\) and \(\theta\) are a priori independent so that \(\pi(N, \theta) = \pi(N) \cdot \pi(\theta)\). The Conway–Maxwell–Poisson distribution for visibilities can be parameterized in terms of its mean and standard deviation, \(\eta\), and this can aid elicitation of prior information about them. Further, we assume that \(\pi(\theta) = \pi(\eta) \cdot \pi(\beta_0, \beta_u, \beta_t) \cdot \pi(\omega_{\text{mem}}, \nu_{\text{mem}})\).

In this paper the prior for the mean visibility, given the standard deviation is normal and the variance is scaled inverse Chi-squared, is

\[ \mu | \sigma \sim N(\mu_0, \sigma^2 / df_{\text{mean}}), \quad \sigma \sim \text{Inv} \chi^2(\sigma_0; df_{\text{sigma}}). \]

The default prior on these parameters is diffuse with an equivalent sample size of \(df_{\text{mean}} = 1\) for the mean of the visibility distribution and \(df_{\text{sigma}} = 5\) for the variance of the visibility distribution. In this notation \(\eta = (\mu, \sigma)\) and \(\mu_0, df_{\text{mean}}, \sigma_0, df_{\text{sigma}}\) are hyperparameters.

In this paper we choose the the prior for \((\beta_0, \beta_u, \beta_t)\) to be multivariate Gaussian with mean \(\beta_{\text{mem}}\) and covariance matrix \(\Sigma_{\text{mem}}\): \(p(\beta_0, \beta_u, \beta_t) \sim N(\beta_{\text{mem}}, \Sigma_{\text{mem}})\). The prior for
(\omega_{\text{mem}}, \nu_{\text{mem}}) in the measurement error model for the self-reported degree, given in equation (4), has \omega_{\text{mem}} given \nu_{\text{mem}} Gaussian and \nu_{\text{mem}} is scaled inverse Chi-squared,

\log \omega_{\text{mem}} | \nu_{\text{mem}} \sim N(\log \mu_{\text{mem opt}}, \nu_{\text{mem}} / df_{\text{mem opt}}),
\nu_{\text{mem}} \sim \text{Inv}\chi^2(\sigma^2_{\text{mem scale}}; df_{\text{mem scale}}).

The default prior on these parameters is diffuse with an equivalent sample size of \(df_{\text{mem opt}} = 1\) for the location of the optimism distribution and \(df_{\text{mem scale}} = 5\) for the scale of the optimism distribution. In this notation the full set of hyperparameters is \(\phi_1, \phi_2, \mu_0, df_{\text{mean}}, \sigma_0, df_{\text{sigma}}, \mu_{\text{mem opt}}, df_{\text{mem opt}}, \sigma_{\text{mem scale}}, df_{\text{mem scale}}, \beta_{\text{mem}}, \text{and } \Sigma_{\text{mem}}\).

4.3. Computation. As noted in Section 4.1, the joint posterior \(p(N, \theta, U | D)\) can be sampled from using a five component Gibbs sampler. While complex, these computations are manageable.

This distribution can then be marginalized to produce samples from \(p(N | D), p(\theta | D),\) and the posterior predictive distribution of the latent visibilities, \(p(U | D)\). Hence, it produces posterior predictive distributions of the full population visibilities \((u_i, i = 1, \ldots, N)\). These posteriors enable inference for such quantities as the population size, the visibility distribution, etc.

The computational properties of the sampler can be investigated via standard Markov chain Monte Carlo (MCMC) diagnostic procedures to assess convergence and mixing (Plummer et al. (2006)).

The entire computational procedure has been implemented in C and R via the \texttt{sspse} package (Handcock et al. (2022)), which is available on CRAN (R Core Team (2020)). The function \texttt{posteriorsize()} allows estimation of population size with visibilities using the \texttt{visibility=TRUE} argument. Supplementary Material B (McLaughlin et al. (2024)) provides a vignette covering implementation and diagnostics for nonvisibility and visibility SS-PSE using the \texttt{sspse} package.

4.4. Checking goodness-of-fit. The model presented here has many components, and it is important to check the goodness-of-fit of the model to the data. A natural way to do this in our Bayesian framework is by considering the posterior predictive distributions of statistics. Specifically, we can calculate the tail-area probability corresponding to the observed values of those statistics as measures of goodness-of-fit, that is, extreme tail-area probabilities suggest the model is a poor fit to the data. These tail-area probabilities are analogous to \(p\)-values in a Frequentist framework, and they are referred to as posterior predictive \(p\)-values (Rubin (1984), Meng (1994)).

The core statistics here are the individual self-reported network sizes, \(\tilde{d}_i\). We can compute the posterior predictive distribution of each individual’s self-reported network size via

\[ p(\tilde{D}_i | D) = \int p(\tilde{D}_i | N, \theta, U) p(N, \theta, U | D) dN d\theta dU, \quad i = 1, \ldots, n, \]

where \(\tilde{D}_i\) is the self-reported degree size we could have observed under an identical RDS survey with the same data generating process (model, parameter values, population size, and visibilities) as the actual RDS survey. We write sums over the discrete elements as integrals for simplicity. The first term in the integral is given by equation (4), and the second is the posterior for the parameters and unknowns computed above. The posterior predictive \(p\)-values are then

\[ p_i = p(\tilde{D}_i \geq \tilde{d}_i), \quad i = 1, \ldots, n. \]
These values can be considered as a measure of discrepancy between the observed data and the posited model. The distribution of the $p_i$ need not be uniform on $[0, 1]$. If the model is correctly specified, the $\{p_i\}_{i=1}^{n}$ will be more concentrated near 0.5 than near 0 or 1. In particular, the over abundance of values close to 0 or 1 (relative to a uniform) is evidence for poor model fit and hence that the model’s predictions are inconsistent with the observed data.

We will apply this goodness-of-fit check to the case study in Section 5.

4.5. Comparison with other SS-PSE models. This model extends the original SS-PSE work in Handcock, Gile and Mar (2014) and Handcock, Gile and Mar (2015) by adding the visibility modeling component. The prior work presumes the unit sizes are the self-reported network sizes (i.e., $u_i = d_i$). We treat the individual unit sizes as latent variables modeled from the self-reported degrees and other information through a novel measurement error model. This generalizes the model for the sampling mechanism, adding an additional layer to the model and requiring an additional component of the Gibbs sampler.

McLaughlin et al. (2019) considered a developmental version of SS-PSE that was similar conceptually to the model presented here but with some key differences. Here the measurement error model for self-reported degree $\tilde{d}_i$ (see Section 3.2) is an exponentially weighted Poisson (EWP) where McLaughlin et al. (2019) uses a Conway–Maxwell–Poisson (CMP). The authors found that although the CMP obviated the need to tune the tricky $K$ parameter in the original SS-PSE model, it introduced a new overdispersion parameter that was also difficult to set. Thus, the EWP measurement model presented here represents an improvement based on the authors’ experience working with a variety of real RDS data sets. In addition, McLaughlin et al. (2019) focuses on application and diagnostics; the statistical, mathematical, and computational aspects of the visibility SS-PSE model are presented here for the first time.

Finally, Kim and Handcock (2019) present a capture-recapture extension of SS-PSE that allows population size to be estimated from two RDS data sources. That approach utilizes the original (nonvisibility) version of SS-PSE. An extension of capture-recapture SS-PSE that utilizes the visibility model presented here has been developed and is implemented in the sspse package (Handcock et al. (2022)); however, it has not yet been extensively tested on real data. The capture-recapture application of the visibility framework is left for future work.

4.6. Uses of the visibility model. This paper focuses on the use of visibility for SS-PSE, where the visibilities are redrawn at each step of the MCMC algorithm. Conceptually, the visibility SS-PSE approach differs from the original SS-PSE model by redeeming these values for both the observed and unobserved units. In the original SS-PSE framework, the observed degrees are treated as known and not updated, while only the unobserved degrees are redrawn. In the visibility SS-PSE model, observed degrees are also redrawn using the measurement error model.

It may also be of interest to extend the work by inferring a single value for the visibility of individual $i$ from the full posterior predictive distribution. Draws from this distribution are provided by the sampler Section 4.1.

There are several methods possible to obtain a single value for visibility: (1) make a random draw from the joint posterior predictive distribution of the latent visibilities, $p(U|D)$, or (2) use the median, mean, or mode of this distribution. These visibilities could be used in place of self-reported degree in a plug-in estimator for prevalence estimation, for example, using the Volz-Heckathorn or successive sampling estimators described in Section 1. This would be the most basic approach to extend use of the visibility model beyond population size estimation and into prevalence estimation, given the current predominantly design-based estimators. A related approach would be to consider the model presented in Section 4.1 but with
a fixed population size. If \( N \) is known, the posterior distribution of interest is \( p(U, \theta | D, N) \), which can be sampled using a four component Gibbs sampler to get a posterior distribution for the visibilities \( U \). A further extension could explore how to jointly model visibility with prevalence, for example, using Bayesian empirical likelihood.

While prevalence estimation with visibility is a very important contribution of the methodology, exploration is left for a future work because of the variety of possible approaches as well as the challenge of comparing prevalence estimates on real data without a gold standard.

5. Application to three populations in Kosovo. We assess the performance of incorporating modeled visibility for population size estimation for three key populations in Kosovo. The data were briefly introduced in Section 2.2, and the recruitment chains for the three surveys are shown in Figure 1. For each population we elicited information from two expert sources—the National Institute of Public Health (NIPH) of Kosovo and a nongovernmental organization (NGO)—about likely values of the population size, which serve as prior information for SS-PSE. We specify the median for the prior distribution for \( N \) as the average of the two medians provided by the experts. These are \( N = 2700 \) for Prishtina MSM, \( N = 3375 \) for Prishtina PWID, and \( N = 700 \) for Prizren PWID; see Supplementary Material A (McLaughlin et al. (2024)) for a sensitivity analysis performed using the individual values provided by experts as the prior median.

For each population we compared the nonvisibility (NV) SS-PSE estimates (Handcock, Gile and Mar (2014), Handcock, Gile and Mar (2015)) to the visibility (Vis) SS-PSE estimates developed in this paper using the same median prior value. Table 1 shows the posterior median, mean, and 90% credible interval for each of these six models. In each of the three populations, the visibility posterior median is closer to the prior median than the nonvisibility posterior median. However, both posterior medians for Prishtina MSM and Prishtina PWID are quite a bit smaller than the prior median. In the case of the nonvisibility SS-PSE fit for Prishtina MSM, the 90% credible interval does not contain the prior median. The visibility fit for Prishtina MSM does not have this issue.

The prior, nonvisibility posterior, and visibility posterior distributions are shown for each population in Figure 3. The 90% credible interval for each posterior distribution is shaded. Horizontal reference lines are given at the top of the panel for each of the two expert sources (NIPH and NGO), listing their best guess for the reasonably smallest, median, and reasonably largest values of the corresponding population size. Note that the average of the two expert medians was used as the prior median, but the reasonably smallest and reasonably largest values were not used in model fitting.

### Table 1

Population size estimates using nonvisibility (NV) and visibility (Vis) SS-PSE based on a prior median for three populations in Kosovo

<table>
<thead>
<tr>
<th>Survey</th>
<th>Method</th>
<th>Prior Median</th>
<th>Posterior Median</th>
<th>Mean</th>
<th>5%</th>
<th>95%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prishtina MSM</td>
<td>NV</td>
<td>2700</td>
<td>529</td>
<td>497</td>
<td>363</td>
<td>1112</td>
</tr>
<tr>
<td></td>
<td>Vis</td>
<td></td>
<td>1050</td>
<td>1598</td>
<td>550</td>
<td>4421</td>
</tr>
<tr>
<td>Prishtina PWID</td>
<td>NV</td>
<td>3375</td>
<td>1158</td>
<td>1528</td>
<td>612</td>
<td>3809</td>
</tr>
<tr>
<td></td>
<td>Vis</td>
<td></td>
<td>1522</td>
<td>2261</td>
<td>742</td>
<td>6148</td>
</tr>
<tr>
<td>Prizren PWID</td>
<td>NV</td>
<td>700</td>
<td>828</td>
<td>1025</td>
<td>414</td>
<td>2426</td>
</tr>
<tr>
<td></td>
<td>Vis</td>
<td></td>
<td>772</td>
<td>962</td>
<td>457</td>
<td>2202</td>
</tr>
</tbody>
</table>
For Prishtina MSM the nonvisibility fit places most of the mass of the posterior distribution for $N$ at very small values, with a posterior median of 529 that is smaller than either of the reasonably smallest values provided by experts (600 and 3000). Fits like this are considered poor and were one of the motivating factors to develop the visibility SS-PSE method. Although the visibility fit also has a posterior median smaller than the prior, the distribution is wider and overlaps more with the plausible population size values provided by the NGO. The plausible values, provided by the NIPH, are quite a bit bigger than those given by the NGO, demonstrating the overall uncertainty of population size estimation among hidden populations, even among experts.

The Prishtina PWID fits are more similar, although again the nonvisibility posterior distribution places more mass on slightly smaller values of population size. There is again a wide range of plausible values for population size provided by experts, although the posterior medians for both the nonvisibility (1158) and visibility (1522) fits are smaller than either of the reasonably smallest values provided by experts (1500 and 3000).

Finally, the nonvisibility and visibility SS-PSE fits for Prizren PWID are very similar and overlap well with the NIPH plausible values. The NGO reasonably largest value (400) is less than the lower bound of the credible interval for both fits, but in this case the expert values might be mistaken, since the sample size (199) was already about as big as the guess for the median. In this instance, unlike the two Prishtina populations, the population size estimate is larger than the prior used to fit the model.

Next, to illustrate the differences between nonvisibility and visibility SS-PSE, we examine the relationship between the augmented self-reported network size and the visibility for each person in each survey. The augmented self-reported network size for person $i$ is defined as the maximum of their self-reported network size $\tilde{d}_i$ and the number of edges observed in the recruitment tree connected to person $i$. In other words, if a person reported a network size smaller than the number of peers they recruited plus 1 (unless they were a seed), their network size is augmented to this minimum. Augmented network size is used because nonvisibility SS-PSE recodes the network sizes this way. Figure 4 compares the augmented self-reported network size for each person with their visibility distribution. For each person the median of their visibility distribution is represented with a point, and the whiskers show the interquartile range of the visibility distribution. The posterior means of the optimism parameters, $o_{mem}$, for
the three populations were 0.94, 0.95, 1.61, respectively, indicating typical network sizes of a little under 8 for Prishtina MSM and PWID and 13 for Prizren PWID. These are consistent with the scales of the figure.

Across all three populations, there is a strong association between network size and visibility: people with larger network sizes tend to have larger visibilities, as we would expect. The visibility distributions are capped at 35, based on the scaling chosen, so the effect of extremely large network sizes, for example, the value of 300 in the Prishtina MSM survey is lessened. The relationship between network size and visibility is more linear for Prizren PWID than for the two Prishtina populations, illustrating why the nonvisibility and visibility fits may have been more similar in this case.

Figure 5 compares the visibility and augmented network size distributions directly by using the median of the visibility distribution for each person as their value for visibility. Both distributions have longer right tails, but the visibility distribution demonstrates how the heaped self-reported network sizes have been smoothed out by the visibility SS-PSE method. There are no longer spikes at multiples of 10.

As a further diagnostic, we compute the posterior predictive $p$-values developed in Section 4.4. These can be used to assess the validity of the estimated visibility distribution and other model assumptions. We look at the percentile rank of the self-reported degree within the posterior predictive distribution of the self-reported degree. If the model is correct and computed correctly, the self-reported degrees should be in the center of the posterior, so the $p$-values are close to 0.5 (or at least not extreme). Figure 6 shows the posterior predictive
$p$-values for the three populations in Kosovo, with reference lines at 0.5 overlaid. The plot shows the reference value of 0.5 occurring in the midrange of the posterior $p$-value distribution for all three populations, providing strong evidence supporting the model for the self-reported degrees and the modeling overall.

In addition to the posterior distribution for $N$ and the visibilities, it is also useful to consider the other model parameters. Table 2 provides the maximum a posteriori (MAP) estimates of the other model parameters: $\mu$ and $\sigma$ for nonvisibility SS-PSE and $\mu$, $\sigma$, $\nu_{\text{mem}}$, $\beta_0$, $\beta_u$, and $\beta_t$ for visibility SS-PSE. In nonvisibility SS-PSE, $\mu$ and $\sigma$ are the mean and standard deviation of the unit size distribution; in visibility SS-PSE, they are the mean and standard deviation of the visibility distribution. The posterior distributions for the model parameters for the visibility SS-PSE fits are shown in Figure 7. The estimates of the location and scale of the unit size distributions are largely comparable, especially given their uncertainties (Figure 7). All three estimates of $\beta_t$ are positive, indicating that those with longer time-to-recruit tended to recruit more. All three estimates of $\beta_u$ are close to 0, indicating that visibility did not have a big impact on the number of recruits. The measurement error model concentration parameter $\nu_{\text{mem}}$ is low for Prishtina MSM and higher for Prishtina PWID and Prizren PWID. This can be seen in Figure 4, where there is significant variation in the self-reported network sizes when the visibilities are above 25, while the visibilities and self-reported network sizes are highly correlated for Prishtina PWID and Prizren PWID. This suggests that the self-reported network sizes are much more reliable measures of visibility in Prishtina PWID and Prizren PWID, compared to Prishtina MSM. All MCMC diagnostics plots confirmed convergence and stability (not shown but available).
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**FIG. 6.** Posterior predictive $p$-values for the self-reported network sizes for three populations in Kosovo.

<table>
<thead>
<tr>
<th>Survey</th>
<th>Method</th>
<th>$\mu$</th>
<th>$\sigma$</th>
<th>$\nu_{\text{mem}}$</th>
<th>$\beta_0$</th>
<th>$\beta_t$</th>
<th>$\beta_u$</th>
<th>median days-to-recruit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prishtina MSM</td>
<td>NV</td>
<td>7.19</td>
<td>6.57</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Vis</td>
<td>7.22</td>
<td>6.25</td>
<td>0.048</td>
<td>−0.938</td>
<td>0.005</td>
<td>0.221</td>
<td>44</td>
</tr>
<tr>
<td>Prishtina PWID</td>
<td>NV</td>
<td>5.67</td>
<td>4.92</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Vis</td>
<td>6.37</td>
<td>5.55</td>
<td>0.346</td>
<td>−0.846</td>
<td>0.019</td>
<td>0.056</td>
<td>27</td>
</tr>
<tr>
<td>Prizren PWID</td>
<td>NV</td>
<td>8.13</td>
<td>7.17</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Vis</td>
<td>5.49</td>
<td>4.85</td>
<td>0.647</td>
<td>−0.554</td>
<td>0.004</td>
<td>0.068</td>
<td>27</td>
</tr>
</tbody>
</table>
6. Discussion. During the development of the visibility SS-PSE method, it was implemented in several contexts beyond the ones presented here and provided improved population size estimates. In Armenia, visibility SS-PSE was used to estimate population size for 15 datasets of FSW, MSM, and PWID populations and compared with nonvisibility SS-PSE as well as other common population size estimation methods (McLaughlin et al. (2019)). The visibility SS-PSE estimates performed favorably, compared to object and service multiplier methods and wisdom of the crowds, each of which commonly produced population size estimates that were either much too small or much too large. Further, the nonvisibility SS-PSE models would not converge in six of the 15 cases and produced poor estimates in others. A visibility SS-PSE estimate was possible in all cases, and estimates often compared favorably to other methods when judged against “true” population sizes provided by experts. A sensitivity analysis was also performed to assess the impact of the prior median for $N$, and it was found that changing the prior median to other expert values did not drastically change the population size estimate given the overall variability of the posterior distribution (McLaughlin et al. (2019)). Visibility SS-PSE was also used on four MSM populations in Europe to estimate the number of MSM living with HIV and produced reasonable estimates (Johnston et al. (2021)).

Despite those favorable results and the ones presented in this paper, it is important to note the limitations of visibility SS-PSE. The main strength of visibility SS-PSE is adjusting for the effects of extremely large and heaped network sizes, which can often result in poor fits using the nonvisibility SS-PSE method (Johnston et al. (2015)). Nevertheless, both types of SS-PSE rely on the successive sampling model for RDS, and if there were unanticipated issues with RDS data collection, SS-PSE will not address these. For example, bottlenecks in the underlying population network, disconnected parts of the population, or situations with few waves and high seed dependence may result in biased SS-PSE estimates. If RDS assumptions are violated or there are issues with convergence in the model, results from either type of SS-PSE should be interpreted with caution. Some guidance for goodness-of-fit is provided in McLaughlin et al. (2019).
In the case of the two Prishtina, Kosovo surveys, it is difficult to know if the smaller than expected population size estimates were due to an issue with RDS data collection or if the expert values used to assess the estimate may be inaccurate, especially since the NIPH and NGO prior medians are quite different; see Supplementary Material A (McLaughlin et al. (2024)) for further discussion of this case study comparing the nonvisibility and visibility SS-PSE estimates using the NIPH and NGO priors separately. In a separate, non-RDS study, a programmatic mapping approach was used to collect systematic information from key informants in 26 municipalities in Kosovo between February to April, 2016 (Gexha Bunjaku et al. (2019)). This study estimated the number of MSM in Prishtina to be 2613, the number of PWID in Prishtina to be 1426, and the number of PWID in Prizren to be 559. Although the time periods do not exactly overlap and there are likely differences between population members reachable via RDS and programmatic mapping as well as biases inherent in each method, these population size estimates provide additional benchmarks. The nonvisibility Prishtina MSM credible interval does not contain the programmatic mapping estimate, but the other five credible intervals do contain their respective estimates (Table 1). The Prishtina PWID programmatic mapping estimate (1426) is smaller than either of the medians provided by experts (2250 and 2500) and is closer to the visibility SS-PSE estimate (1522). Validation of population size estimates relies on expert input from many stakeholders, including governmental and nongovernmental organizations working with the population as well as people directly involved with sampling. Other population size estimates, such as those presented here using programmatic mapping, can also be useful to validate results.

7. Conclusion. Common RDS prevalence and population size estimators incorporate self-reported degree to account for the unknown sampling mechanism. However, using self-reported degree as a proxy for an individual’s inclusion probability is problematic, both because of misreporting and bias on the network size variable and because other factors besides degree influence a person’s likelihood to be sampled. We introduced a measurement error model for visibility as a function of self-reported degree, number of recruits enrolled, and time to recruit as well as a method for Bayesian inference within the existing SS-PSE framework. An advantage of the Bayesian framework is the prior beliefs about the ranges or signs of parameters can be incorporated into the analysis. Visibility SS-PSE serves to smooth the degree distribution, which commonly has heaped values, and bring in extremely large values as well as providing a framework to handle missing and impossible values of self-reported network size. We demonstrated the visibility SS-PSE methodology on RDS studies of MSM and PWID in Prishtina, Kosovo and PWID in Prizren, Kosovo, and compared the results with nonvisibility SS-PSE. When observed degrees exhibit possible characteristics of misreporting, visibility SS-PSE can provide reasonable population size estimates in instances where nonvisibility SS-PSE estimates are unreasonably small or large or cannot be obtained at all. The visibility framework also has promising extensions for prevalence estimation, and the methodology is broadly applicable in any situation where RDS is used.
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SUPPLEMENTARY MATERIAL

Supplement A: Kosovo population size estimates with different prior medians (DOI: 10.1214/23-AOAS1807SUPPA; .pdf). Extended case study considering nonvisibility and visibility SS-PSE applied to three populations in Kosovo using prior medians provided by the National Institute of Public Health (NIPH) of Kosovo, a nongovernmental organization (NGO), and the average of the two. Sensitivity of the methods to the choice of prior is examined.

Supplement B: Visibility SS-PSE vignette (DOI: 10.1214/23-AOAS1807SUPPB; .pdf). A vignette providing an introduction to successive sampling population size estimation (SS-PSE) in R using the sspse package, including model fitting and diagnostics. The package details the visibility extension and assesses how the addition of measurement error impacts the population size estimates. Examples are provided using the simulated RDS data set fauxmadrona from the RDS package.
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